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Question: 1 
   
You are deploying a Spark application in a Kubernetes environment. Your application is designed to 
process large datasets using Spark's data frame API. You have created a Docker image for your Spark 
application. Which of the following 'kubectl* commands should you use to deploy your 
Spark application onto the Kubernetes cluster? 
 
A. *kubectl apply -f spark-app.yamr 
B. 'kubectl create deployment my-spark-app --image=my-spark-app-image’ 
C. *kubectl config set-context —current —namespace=my-spark-app’ 
D. 'kubectl expose deployment my-spark-app --type=LoadBalancer —port=808ff 
 

Answer: A     
 
Explanation: 
To deploy a Spark application in Kubernetes, you should use a YAML configuration file that defines the 
SparkApplication resource. The correct command to apply this configuration is 'kubectl apply -f spark-
app.yamr , as it will create or update resources in the cluster based on the YAML file. 

Question: 2 
   
As a data engineer, you are working with PySpark to analyze data stored in an HDFS cluster. You need to 
read a CSV file into a Spark DataFrame. Which of the following code snippets correctly reads the data 
from HDFS into a DataFrame? 
 
A.  

 
B.  

 
C.  

 
D.  

 
 

Answer: B     
 
Explanation: 
The correct way to read a CSV file from HDFS into a Spark DataFrame in PySpark is using 
'spark.read.format("csv").load("hdfs:///path/to/data.csv")*. This method specifies the format as CSV 
and loads the file from the specified HDFS path. 
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Question: 3 
   
 Your team is using Spark on Kubernetes, and you've been tasked with improving the efficiency of 
resource utilization. You decide to enable dynamic allocation of executors based on workload. Which of 
the following PySpark session configurations correctly enables dynamic allocation? 
 
A.  

 
B.  

 
C.  

 
D.  

 
 

Answer: B     
 
Explanation: 
To enable dynamic allocation of executors in Spark, the configuration ‘spark.dynamicAllocation.enabled' 
must be set to ‘true'. This allows Spark to dynamically adjust the number of executors based on the 
workload. 

Question: 4 
   
You are working on a project that involves processing large datasets stored in HDFS. You need to read a 
CSV file into a DataFrame using PySpark. Which of the following code snippets correctly achieves this? 
 
A.  

 
B.  

 
C.  

 
D.  

 
 

Answer: C     
 
Explanation: 
Option C is correct as it properly specifies the HDFS path and includes options for headers and schema 
inference, which are common requirements when reading CSV files into DataFrames in P S ark. 
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Question: 5 
   
A data engineer needs to query a table stored in Apache Hive using SparkSQL. Which of the following 
commands correctly retrieves data from a Hive table named 'sales data'? 
 
A.  

 
B.  

 
C.  

 
D.  

 
 

Answer: C     
 
Explanation: 
Option C is the correct choice because it uses the ‘spark.sql’ method to execute a SQL query on a Hive 
table. 

Question: 6 
   
Your team is integrating PySpark with a MySQL database. You need to read data from a table named 
‘employees'. Which of the following PySpark code snippets correctly accomplishes this task? 
 
A.  

 
B.  

 
C.  

 
D.  

 
 

Answer: A     
 
Explanation: 
Option A is correct because it properly uses the JDBC format with all the necessary options including the 
URL, database table, and user credentials. 

Question: 7 
   

Visit us at: https://www.examsboost.com/test/cdp-3002



A team is planning to use PySpark to read data from an Apache Cassandra database. Which of the 
following options correctly demonstrates how to load data from a Cassandra table named in the 
keyspace ‘sales'? 
 
A.  

 
B.  

 
C.  

 
D.  

 
 

Answer: B     
 
Explanation: 
Option B is correct as it uses the specific format for Cassandra ('org.apache.spark.sql.cassandra') and 
correctly specifies the keyspace and table options. 

Question: 8 
   
 You need to process data stored in AWS S3 using SparkSQL. Which of the following options correctly 
reads a JSON file stored in S3 into a DataFrame and performs a SQL query on it? 
 
A.  

 
B.  

 
C.  

 
D.  

 
 

Answer: D     
 
Explanation: 
Option D is correct as it uses the 's3a' protocol to read the JSON file from AWS S3, creates a temporary 
view, and then performs a SQL query on the DataFrame. 

Question: 9 
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Your project involves integrating Spark with a NoSQL database, MongoDB. You need to write a 
DataFrame 'df into a MongoDB collection named 'orders'. Which PySpark code snippet correctly 
achieves this? 
 
A.  

 
B.  

 
C.  

 
D.  

 
 

Answer: B     
 
Explanation: 
Option B is correct as it uses the official MongoDB Spark connector C com.mongodb.spark.sql') and 
specifies the URI correctly, pointing to the MongoDB collection. 

Question: 10 
   
You are working with a large dataset in PySpark and notice that certain operations are being executed 
repeatedly, leading to performance issues. Which of the following approaches should you adopt to 
optimize these operations? 
 
A. Use the method. 
B. Increase the number of partitions using 'df.repartition()'. 
C. Write the data to a CSV file and then read it back. 
D. Use the 'df.persist()' method. 
 

Answer: D     
 
Explanation: 
The 'df.persist()' method is used in PySpark to store the intermediate computation of a DataFrame in 
memory, so when it is accessed again, it does not need to be recomputed, thus optimizing performance. 
'df.cache()' is a synonym but ‘persist()' offers more control over storage level. 

Question: 11 
   
A data analyst is performing a join operation in PySpark between a large DataFrame Clarge_df) and a 
much smaller DataFrame ('small_df). The process is very slow. What can the analyst do to optimize this 
join operation? 
 
A. Use "key"). 
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B. Apply before the join. 
C. Utilize the 'broadcast' function in the join operation. 
D. Increase the number of partitions in ‘small_df'. 
 

Answer: C     
 
Explanation: 
The 'broadcast' function is used in PySpark to optimize join operations where one DataFrame is 
significantly smaller than the other. It broadcasts the smaller DataFrame across all nodes so that it is 
available in memory, reducing the data shuffling over the network. 

Question: 12 
   
 After running a PySpark job, you want to analyze the performance and identify potential bottlenecks. 
Which tool should you use for this purpose? 
 
A. PySpark SQL CLI. 
B. Spark Web I-Jl. 
C. PySpark DataFrame API. 
D. Hadoop YARN ResourceManager. 
 

Answer: B     
 
Explanation: 
The Spark Web IJI is the primary tool for monitoring Spark jobs. It provides detailed information about 
the job execution, stages, tasks, and resource utilization, which is crucial for identifying performance 
bottlenecks and optimizing Spark jobs. 
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